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ABSTRACT

After several disappointing preliminary attempts to make
condition-speci�c models, we decided that it would be more
advantageous to spend our time just trying to improve the
core recognition system and use general adaptation tech-
niques to deal with variations. This simpli�ed the system
immensely and freed up people and also made the tran-
sition from the PE system to the UE system much eas-
ier. We describe our attempts at condition-speci�c mod-
eling/adaptation/training. We show that the bene�t for
channel-speci�c modeling is smaller than that for general
adaption procedures and we argue that the cost is too high.

1. INTRODUCTION

In the November 1993 Wall Street Journal (WSJ) [1] eval-
uation we learned that if we wanted to use wide-bandwidth
training speech to recognize telephone speech, it was essen-
tial to bandlimit the training speech. This was more e�ective
than the various adaptation methods (although adaptation
provided a small additional gain). During the 1995 Mar-
ketPlace evaluation, IBM [2] showed a signi�cant gain for
segmenting and classifying the input into three categories:
clean, telephone, and speech with music. For each condition,
they used four steps:

1. preprocess all of the WSJ training data to be more like
the condition,

2. use supervised adaptation with the speci�c data pro-
vided,

3. during recognition classify the input into the appropri-
ate category,

4. use the appropriate model and then use unsupervised
adaptation.

For example, the training was bandlimited for the telephone
condition, while for the speech plus music condition, music
was added to all of the WSJ training speech. This approach
was based on the assumption that there was not enough train-
ing data of each type, so the WSJ data must be used.

There were several di�erences in the evaluation this year.
The speech came from many di�erent shows, there was more
training speech available, and many more conditions with
subjective labels were identi�ed. In particular, there were
�ve binary attributes: spontanteous speech, degraded chan-
nel, music, noise, nonnative accent. Many of the 32 possible
combinations actually occurred in the data. An attempt was

made to de�ne several focus (F) conditions, but each was
necessarily an aggreagation of a few of the 32 possible com-
binations.

It is tempting to develop speci�c solutions for each of these
F-conditions, or preferably for arbitrary combinations of the
binary features. However, we preferred not to do this for
several reasons:

1. This can result in a complicated system with many mod-
els and multiple sequential decisions.

2. It requires separate research e�ort for each condition as
well as for how to detect and combine them.

3. Most importantly, while some small gains were possible
for some conditions, we found that the overall gains were
small.

1.1. Alternative Approach

Instead, this year [3] we adopted an alternative approach in
which we

1. Use general technology for all conditions. This frees up
people to work on the general problem.

2. Use the available Broadcast News training data, with-
out resorting to the modi�cation and use of other (e.g.,
WSJ) data.

3. Use adaptive training to remove the di�erences peculiar
to each condition (without having to label them).

4. Use clustering and unsupervised adaptation during
recognition to model any combination of e�ects as well
as any new e�ects.

In Section 2 we describe our attempts to deal with some spe-
ci�c conditions. In Section 3 we present results showing the
gains for each condition obtained by using general adaptive
training and recognition.

2. CONDITION-SPECIFIC MODELS

In this section we discuss some experiments aimed at model-
ing particular features of di�erent kinds of speech. In partic-
ular, we attempted to preprocess the training data to model
telephone speech, to train the system on an appropriate sub-
set of the data for each condition, and to adapt the model
trained on all of the speech to each labeled F-condition.



The tests described here were all performed under the follow-
ing conditions in order to simplify the experiments and also
in order to obtain an upper bound on the improvements that
could be expected from condition-speci�c models.

First, we trained and tested in PE (Partitioned Evaluation)
mode. Thus, even on the test, we knew the condition of the
data, and also new the start and end of individual speak-
ers turns. This provided an upperbound on the gains for
using condition-speci�c models, since in the real UE (Un-
partitioned Evaluation) condition, we would expect to make
segmentation and classi�cation errors on the conditions.

Since most of the training speech was not available until
just before the actual evaluation, we used a set derived from
the �rst release of data (nominal 30 hours), which contained
about 16 hours of usable training speech. Again, this pro-
vided an upper bound on the improvements, since we might
expect that if we had su�cient appropriate training speech,
data conditioning and normalization techniques would be ex-
pected to help less.

Third, we tested using a simpli�ed system based on
phonetically-tied mixture (PTM) densities. We also tested
under known gender conditions to further simplify the ex-
periments.

2.1. Bandlimited Telephone Models

We made several attempts to model telephone speech. The
�rst attempt was based on simply bandlimiting all the 16
hours of training speech. We bandlimited the training data
during the spectral analysis (as we had done in the past).
The analysis in BYBLOS [9] �rst computes a power spec-
trum of the signal. Then we resample the power spectrum
nonuniformly to apply a Mel-scale weighting. During the re-
sampling, we restrict the frequencies used to those desired
(normally 80 Hz to 6 kHz). Then we apply an inverse co-
sine transform to the resampled spectrum to produce cepstra.
This mechanism allows us to further restrict the bandwidth
to any desired range.

In our experiments, the same analysis was performed on
training and test data. (This is one of the complications of
using condition-speci�c models. It means that if we identify
some test speech as being telephone-like, we must then redo
the spectral analysis from scratch.)

Table 1 shows the error rate for di�erent band limits for
the F0 and F1 speech (both clean and wideband), for F2
(low �delity), and for all conditions. One problem with
the F-condition labels is that much of the speech labeled
as F2 is clearly not telephone speech. It is degraded in
some other way. Thus, it is not clear what gain can be ex-
pected. Rather than implement a bandwidth detector, we
simply measured our performance on one particularly di�-
cult episode in which F2 appeared to consist primarily of
narrowband speech (based on long term spectral plots). This
is indicated as the "telephone" condition in the table.

From this table we see that the usual band levels associated
with telephone audio (300-3400 Hz) degrade all conditions.
When we used a slightly wider band (125-3750 Hz) there

Frequency Range

From 80 300 125 80
Condition To 6000 3400 3750 7500

F0. prepared 19.1 27.1 22.0 19.0
F1. spontaneous 42.9 50.5 46.1 42.6
F2. low �delity 51.2 52.5 51.2 51.8
true telephone 63.2 61.1

OVERALL 39.8 47.5 43.0 39.6

Table 1: Error rate with di�erent bandlimiting on training
and test.

was still no gain on the F2 condition, but there was a small
gain on speech that is clearly from the telephone. We also
considered using wider bandlimits (80-7500 Hz). We can see
that there is a very small gain on clean speech and a modest
loss on the F2 condition.

Thus, we no longer observe a large advantage on telephone
test data for bandlimiting the training data. It is worth com-
menting here that the actual telephone condition accounts
for a small portion (probably less than 10%) of the test data.
Even if we had managed to cut the error on this data in half
relative to just using one model it would only decrease the
overall error rate by less than 5% at a signi�cant cost { in
terms of system complexity.

2.2. Condition-Speci�c Training

We know that it is possible to reduce recognition error some-
what by making separate models for male and female speech.
That is, the improvement for making more speci�c models
is larger than the loss due to discarding half of the training
speech. Depending on the system, researchers report any-
where from 5% to 15% reduction in error rate relative to
a gender-independent model. (This gain may disappear if
speaker adaptation is used during the training.)

The question is whether the F-conditions are su�ciently dif-
ferent that fragmenting the training data will be advanta-
geous. One measure of how di�erent conditions are is the
increased error rate when we train on one condition only and
test on another. For example, we know that a model trained
on one gender and tested on the other has several times the
error (for low error rates) as one trained on the correct gen-
der. The di�erence in genders is large enough that adding
an equal amount of the wrong gender to the model training
{ without adaptation { results in a slight degradation. How-
ever, when testing on one of the degraded conditions, the
cost for training only on clean read speech, relative to train-
ing only on the degraded condition is less than a factor of
two. An alternative question is when testing on clean read
speech, if you already have some similar training, will adding
in the various forms of degraded speech help or hurt?

We made a condition-speci�c model for "clean" speech from
all of the data marked as F0 (clean, wideband, read, native)
and F1 (+spontaneous).



In Table 2 we measure the e�ect of training the model with
only F0 and F1 data (i.e., discarding the other 50% of the
data). In both conditions, we did not use adaptation on the
test data. Clearly adaptation on the test data would help
more in the case of condition-independent models.

Training Data

Condition All F0,F1

F0. prepared 19.1 20.0
F1. spontaneous 42.8 42.7

Table 2: Error rate on clean wideband speech (F0 and F1)
when training on all speech vs. only on F0 and F1 speech.

The results show that it is better to include the data from
other conditions than it is to discard it.

2.3. Supervised Condition Adaptation

There are many di�erent conditions for which we may not
have speci�c algorithms. A more general approach would
be to adapt a model trained on all of the speech to each
of the marked conditions using supervised adaptation. This
only requires training the system once, and quickly produces
many condition-speci�c models. Since the training is super-
vised and there is substantial training for each condition, the
adaptation can be quite detailed.

We show the improvement obtained with supervised condi-
tion adaptation in Table 3.

Adapt Training NO YES
Adapt Test NO NO

Condition SI Sup

F0. prepared 16.6 16.1
F1. spontaneous 39.4 37.8
F2. low �delity 45.4 44.5
F3. music 32.0 30.8
F4. noise 25.6 24.8
F5. non-native 30.8 31.0
FX. mixed 58.4 57.4

OVERALL 35.2 34.3

Table 3: Condition-Adapted models. The SI model was
transformed by supervised adaptation to each F-condition
in the test.

We see a small but fairly consistent reduction in error across
all conditions. On the average the error rate is reduced by
0.9% absolute or about 3% relative. Of course, we could not
expect this full advantage, since this method also requires
that we be able to determine the appropriate model to use
during recognition.

2.4. Using Condition-Speci�c Models

If we had been successful at making large reductions in er-
ror rate by using condition-speci�c models, then we would
also be obligated to develop algorithms for segmenting and
classifying a passage into the appropriate condition. (As we
said earlier, we would ideally determine which of the binary
attributes were present, and then construct a model for the
combinations.) Leaving aside the more di�cult segmentation
problem, we attempted to build a simple classi�er for the F-
condition using a "speaker-identi�cation" type algorithm [4].
Our initial attempts at seven-way classi�cation were not sat-
isfactory.

An alternative to preclassifying the segments would be to
recognize each passage with multiple models. However, this
alternative is clearly unnattractive, because it is computa-
tionally expensive, and it is not clear how this would work
on data that was not already segmented. Also, it does not
allow for multiple simultaneous independent condition fea-
tures.

3. CONDITION-INDEPENDENT

MODELS

There are clearly several advantages for using a single model
and procedure for all conditions.

1. It is not necessary to segment or classify the passage.

2. It is only necessary to estimate one model.

3. We can concentrate all of our research e�ort on methods
that improve all conditions.

One of the general tools we have at our disposal is adapta-
tion (really normalization) techniques. There are various pa-
rameters and methods for adaptation. The most commonly
used approach is to adapt the model, unsupervised, to the
test speech using multiple passes of recognition. We used the
MLLR techniques of Legetter, et. al. [5]. We found that if we
used more than two transformations, the system memorized
the recognition errors of the �rst pass. We improved the un-
supervised adaptation on the test by clustering together dif-
ferent segments that appeared to be from the same speaker on
the same channel [6]. We also considered supervised adapta-
tion of the model to a known channel condition as described
in the previous section. In this case, we used more trans-
formations because there was more data and the transcrip-
tions were known. Finally, we used SAT [7]. This can be
thought of as removing the characteristics of each speaker
from the training. The technique we used [7] actually �nds
the \compact" model that results in the highest likelihood
for all the speakers' data, given their corresponding transfor-
mations. We have also developed a more practical method
that literally just removes the di�erences before combining
speakers in the training [8].

We show below in Table 4 the results obtained for each con-
dition with various combinations of adapting the model to
the condition, unsupervised speaker-adaptation on the test,
and Speaker Adaptive Training (SAT).



Adapt Training NO YES NO YES SAT
Adapt on Test NO NO YES YES YES

models/gender 1 7 1 7 1

Condition SI Sup SA SupSA SATSA

F0. prepared 16.6 16.1 15.3 14.9 14.8
F1. spontaneous 39.4 37.8 36.7 35.2 35.1
F2. low �delity 45.4 44.5 40.1 40.4 40.2
F3. music 32.0 30.8 30.2 29.6 30.2
F4. noise 25.6 24.8 24.1 23.4 25.0
F5. non-native 30.8 31.0 25.9 25.6 23.4
FX. mixed 58.4 57.4 54.8 54.0 53.7

OVERALL 35.2 34.3 32.3 31.7 31.6

Table 4: Word error rate by test condition, for SI, super-
vised condition adaption, unsupervised adaptation on test,
supervised condition adaptation plus unsupervised adapta-
tion on test, and SAT adapted training with adaptation on
recognition.

We can see that the gain from unsupervised adaptation to
the test (3rd column of results) is signi�cant and uniformly
larger than that from adapting the model to the condition
(2nd column). The results in the 4th column show that there
is a small (average 0.6%) gain for adapting the model to
the known condition before unsupervised adaptation to the
test. Finally, the last column shows the results for SAT.
While this gain is also not large, it comes with no added cost
during recognition. There is only one model (per sex) and
no need to determine the condition before recognition. It is
also interesting to note that the F2 condition that we tried so
hard to �x is improved signi�cantly simply by using general
adaptation techniques.

4. DISCUSSION

We do not dispute that further progress could be made on
condition-speci�c modeling. Rather we believe that, even
if we had achieved a 10% overall gain by these methods, the
costs (in complexity and computation during recogniiton, and
fragmented research areas) is too high. In addition, the re-
sults are limited to the performance of the core system on
clean careful speech, which is still well over 10% word error.

For the coming year we plan to focus only on methods that
apply to all of the conditions. In particular, our experience
(and the results across sites in this evaluation) show that
improvements to the clean speech condition carry over to all
conditions.

We used gender-dependent models this year, but we will
switch to a single model shortly in order to remove the last
requirement for condition detection.

5. CONCLUSIONS

We made several attempts at developing condition-speci�c
models, but the gains were quite small. We found that the
gains from general adaptation techniques, applied both dur-

ing training and recognition were signi�cantly larger, and re-
sulted in a much simpler system. We did not rely on any
training speech from other corpora. The resulting system
was relatively easy to run and resulted in quite good perfor-
mance during the formal evaluations.
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